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With the continuous development of “Internet + Education”, online learning has become a hot topic of concern. Decision tree is
an important technique for solving classification problems from a set of random and unordered data sets. Decision tree is not only
an effective method to generate classifier from data set, but also an active research field in data mining technology. (e decision
tree mining algorithm can classify the data, grasp the teaching process of the teacher, and analyze the overall performance of the
students, so as to realize the dynamic management of the educational administration and help the educational administration
personnel to make the right decision, with more reasonable allocation of resources. (is paper evaluates students’ academic
performance based on the learning behavior data of online learning, so as to intervene in students’ learning in advance, which is
the key problem that needs to be solved at present. Taking students’ learning attitude, completion of homework, and attendance as
factors, the paper uses decision tree technology to analyze the factors affecting students’ performance, and evaluates students’
performance. Firstly, this paper collects the high-dimensional behavioral characteristic data of students’ online learning and
conducts correlation analysis after preprocessing the behavioral characteristic data. (en, the decision tree C4.5 algorithm is used
to construct a performance evaluation model. Students’ performance is evaluated by the model, and the evaluation accuracy is
about 88% compared with actual performance. Finally, through the model analysis, it is concluded that the video task point
completion is the most influential in students’ achievement, followed by chapter test completion and chapter test average score,
and the course interaction amount and homework average score are the least influential in students’ achievement, which has a
practical reference value for effectively serving online learning and teachers’ teaching.

1. Introduction

By January 2021, the number of online education users in
China reached 452 million, accounting for 49.8% of the total
number of Internet users, an increase of nearly 200 million
compared with January 2020. (e 2020 Government Work
Report points out that the government will strengthen and
improve the construction of the “Internet + Education”
model and promote the equitable development and quality
improvement of education, which reflects the government’s
determination to strongly support online education. Obvi-
ously, online education has become an important part of the
development of education. With the expansion of the users
of online education platform, a large amount of learning
behavior data has been generated in the background. How to
apply these data to the performance evaluation has become a

hot topic of current research.(e key purpose of this study is
to adopt reasonable algorithm, establish scientific perfor-
mance evaluation model, and mine learning behavior data.
Based on the analysis results of the model, the key factors
affecting students’ online learning are obtained, which
provide a theoretical basis for the feedback and guidance of
students’ online learning activities, the intervention of
teachers, and the implementation of educational evaluation
by educational administrators. It is of great significance to
guide students to learn online more effectively.

Achievement is an important standard to measure
students’ performance and an important basis in the process
of teaching quality evaluation.(e process of teaching is also
a process of data accumulation. By using relevant tech-
nologies to analyze and mine the data, we can fully analyze
the rules contained in the performance data, carry out
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quantitative and qualitative analysis of the results, and ac-
curately analyze various aspects of the results according to
different students’ learning conditions. (e use of data vi-
sualization technology can not only show the results intu-
itively but also more clearly show the influence and
relationship between various disciplines. According to the
relationship between these factors, the educational admin-
istration department of the school can modify the teaching
plan pertinently, improve the teaching quality of the school,
and ensure the results and effects of teaching.

(e biggest advantage of data mining is to be able to
make a comprehensive analysis of a very large amount of
data and to extract rules that can arouse the interest of
relevant personnel and some unknown and potential
knowledge that is very beneficial to decision-making. Using
the tree structure to express the results of data analysis, users
can better understand the relationship between various
factors. With the development of visualization technology,
artificial intelligence technology, and machine learning
technology, many data mining methods have been widely
used in real life. Achievement, as important data of edu-
cational administration in higher vocational colleges, can
reflect a student’s learning situation and can also evaluate the
teachers’ teaching quality. (e decision tree method enables
students to show the connection between different profes-
sional courses and practices through various professional
achievements and also helps teachers improve teaching
methods. (erefore, in teaching work, more targeted
teaching methods can be used to improve the learning ef-
ficiency of students and the teaching level of teachers.

Section 2 reviews and discusses the relevant literature in
the field. Section 3 summarizes the decision number algo-
rithm and describes the basic form and characteristics of the
decision tree mining algorithm. Section 4 constructs the
basic model of the decision tree mining algorithm, com-
pletes the online performance evaluation based on the de-
cision tree mining algorithm, and carries out the
corresponding data analysis. Section 5 summarizes the
whole paper.

2. Related Works

Decision tree is one of the commonly used algorithms in the
field of data mining research. It has the advantages of high
precision, high efficiency, fast calculation speed, and ability
to process multiple types of data [1–3]. At present, the re-
search on online education using decision tree mining al-
gorithm mainly focuses on the evaluation of learning effect
and the research of learning influencing factors. In the study
of using decision tree analysis to predict student perfor-
mance in colleges and universities, Hamoud A et al. used the
decision tree C4.5 algorithm to build a classification model
for student English graduation test performance evaluation,
with an evaluation accuracy rate of 81.62% [4]. Di and Xu
evaluated the improved decision tree algorithm and its
application, and the highest evaluation accuracy rate was
81% [5]. According to the research results of the above
researchers, although the evaluation accuracy rate is about
81%, there is still a gap with the ideal data, indicating that [6]

still has room for improvement. In terms of studying
influencing factors, Weinberg and Last adopted the inter-
pretable decision tree induction method under the big data
parallel framework and found that the factor that has the
greatest impact on student performance is the basic
knowledge mastery table [7]. Wu adopts the MOOC
learning behavior analysis and teaching intelligent decision
support method based on the improved decision tree C4.5
algorithm, uses the decision tree mining algorithm to
evaluate student performance, and finds that the factors that
affect the total unqualified score are homework scores,
discussion, communication, etc. [8]. Yaacob et al. propose
the supervised data mining approach for predicting student
performance, which concludes complex decision tree clas-
sifier in their experiments [9]. Fiarni et al. designed an
academic decision support system for choosing information
systems submajors programs using decision tree algorithm
[10]. (e influencing factors of the research can affect the
academic performance of students, but some key factors that
ignore the current online learning affect learning, such as the
completion of the video point to complete the task and the
length and quantity of the video to watch the partial test
completion. (erefore, it is necessary to further data mining
online learning. Behavior, find a more comprehensive
achievement factor, the influence of online education, to
meet the needs of the current rapid development of online
education.

In summary, the algorithms used for performance
evaluation have problems such as insufficient use of learning
behavior data, low accuracy of evaluation results, and in-
accurate mining of influencing factors. (erefore, the main
purpose of this article is to use the decision tree mining
algorithm to better solve the above problems.

3. Overview of Decision Tree
Mining Algorithms

3.1. General Form of Decision Tree Mining Algorithm. (e
algorithm of decision tree learning is usually a process of
recursively selecting the optimal feature and segmenting the
training data according to the feature, so as to have the best
classification of each subdata set. (is process corresponds
to the division of feature space and the construction of
decision tree. To begin, build the root node and place all the
training data at the root node. Select an optimal feature, and
divide the training data set into subsets according to this
feature, so that each subset has a best classification under the
current conditions. If these subsets can be classified basically
correctly, then build leaf nodes and divide these subsets into
corresponding leaf nodes. If there are subsets that cannot be
classified basically correctly, then select new optimal features
for these subsets, continue to segment them, and build
corresponding nodes.(is process continues until all subsets
of training data are classified roughly correctly, or there are
no appropriate features. Finally, each subset is assigned to a
leaf node, so you have a specific class. (is generates a
decision tree [11–13].

It can be seen from the above process that the generation
of decision tree is a recursive process. In the basic algorithm
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of the decision tree, there are three scenarios that result in
recursive returns: the samples of the current node all belong
to the same category and need not be divided. (e current
attribute set is empty, or all samples have the same value on
all attributes and cannot be partitioned. (e sample set
contained in the current node is empty and cannot be
partitioned.

In the second case, we mark the current node as a leaf
node and set its category as the category where the node
contains the most samples. In the third case, the current
node is also marked as a leaf node, but its category is set to
the category whose parent node contains the most samples.
In the second case, the posterior distribution of the current
node is used, while in the third case, the sample distribution
of the parent node is taken as the prior distribution of the
current node.

(e decision tree generated by the above method may
have a good classification ability for training data but may
not have a good classification ability for unknown test
data; that is, overfitting phenomenon may occur. We need
to prune the generated tree from the bottom up to make
the tree simpler and thus more generalizable. Specifically,
it removes the oversegmented leaves, regresses them back
to the parent or even higher nodes, and then changes the
parent or higher nodes to new leaves. If the number of
features is large, the features can also be selected at the
beginning of decision tree learning, leaving only those
features with sufficient classification ability for training
data.

It can be seen that the decision tree learning algorithm
includes feature selection, decision tree generation, and
decision tree pruning process. Since the decision tree rep-
resents a conditional probability distribution, the different
depth of the decision tree corresponds to the probability
model of different complexity. (e generation of the deci-
sion tree corresponds to the local selection of the model, and
the pruning of the decision tree corresponds to the global
selection of the model. (e generation of decision tree
considers only local optimum, and the pruning of decision
tree considers global optimum [14–16].

Decision tree model has a tree structure. In classification
problem, it represents the process of classifying instances
based on features. It can be considered as a set of if-then
rules, or as a conditional probability distribution defined in
feature space and class space. (e classification tree has the
advantages of good readability and fast classification speed.
When training the classification tree, the training data are
used to establish the classification tree model according to
the principle of minimizing the loss function. When fore-
casting, the new data are classified by the classification tree
model. Decision tree learning usually includes three steps:
feature selection, decision tree generation, and decision tree
pruning.

A decision tree can be viewed as a collection of if-then
rules: a rule is constructed from each path from the root of
the decision tree to the leaf, where the characteristics of
the internal nodes correspond to the conditions of the
rule, and the classes of the leaf nodes correspond to the
conclusion of the rule. (e path to a decision tree or its

corresponding set of if-then rules has an important
property: they are mutually exclusive and complete. (at
is, each instance is covered by one path or one rule. Here,
the so-called coverage refers to the conditions that the
features of the instance are consistent with those on the
path or that the instance satisfies the rules.

(1) (e content of decision tree mining algorithm: de-
cision tree mining algorithm has a lot of different
methods after a long time of development, usually
used in ID3, C4.5, CART, etc. (is method will form
a decision tree after data mining, through the use of
the decision tree, to help users to make the right
decision. In the process of tracking the generation of
the decision tree mining algorithm, it needs to go
through the process of decision tree pruning and
decision tree generation. (e algorithm can process
the unknown data and evaluate the future devel-
opment direction of an item.

(2) Principle of decision tree mining algorithm: de-
cision tree mining algorithm will use certain rules
to analyze and sort out data during data mining,
which is widely used in actual life and production.
After the data is preprocessed, the induction
method can be used to generate the decision tree,
the related classification work can be carried out,
and then the further data analysis can be con-
ducted. (is method can be used in project risk
assessment to analyze the feasibility of the project.
(e algorithm also uses machine learning tech-
niques to analyze the relationships between dif-
ferent values to evaluate and extrapolate the future.
A decision tree is composed of nodes and forks.
(e nodes represent various objects, the forks
represent various attributes, and the paths passed
by each leaf stage represent the attribute values of
objects. Forks are generally expressed in the plural
form, allowing for relatively independent data
processing. (erefore, decision trees can be used
for both data evaluation and data analysis.

Decision tree mining algorithm can conduct in-
depth analysis of all the features of the sample, so as
to find out the features with decisive significance,
then display the analysis results, determine the most
significant feature as the root node of the entire
decision tree, and then proceed to analyze the sig-
nificance of other features to build an inverted tree.
(e decision tree mining algorithm can also be
specially designed for nonnumerical data, especially
for students’ grades. Since there are not only nu-
merical data but also a lot of nonnumerical data, the
nonnumerical data can be processed according to the
characteristics of students’ grades. (e processing
model of the decision tree mining algorithm is
shown in Figure 1.

(3) Advantages of decision tree mining algorithm: (1) It
is conducive to users’ understanding of rules. Nor-
mally, academic administrators conduct data
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analysis on the results of students. As the educational
administrators do not have a high level of under-
standing of data mining technology, they need to
mine data to ensure the interpretation results of data
mining. (e decision tree mining algorithm can
classify the tree structure of the decision tree and
generate “If form”, which can avoid the difficulty of
educators to understand. (2) (e amount of calcu-
lation is relatively small. (e data analysis of the
educational administration system must have strong
practicability, which must ensure that the data
analysis has higher efficiency. In decision tree mining
algorithm, compared to the data mining of various
algorithms, calculation is relatively small, making the
speed of data mining much higher than that of other
algorithms, which can greatly reduce the use of data
mining time, resulting in very high work efficiency.
(3) Discrete and continuous data can be processed.
(ere are many different types of students’ academic
performance, including grades and teachers’ evalu-
ation of students’ grades. (erefore, there are not
only continuous data but also discrete data in grades.
At the same time, discrete data constitutes the
majority. For example, many courses adopt discrete
data variables of high, medium, and low levels, and
decision tree type can process both kinds of data. (4)
It shows the importance of attributes.(e expression
way of decision tree is very intuitive, which can
directly reflect the importance of the zodiac, which is
directly represented by the current level of decision
tree node. For example, a more important attribute
will be at a higher level, and a less important attribute
will be at a lower level [17–20].

(4) (e structure of the decision tree mining algorithm
steps: (e decision tree mining algorithm to con-
struct the decision tree is divided into two steps,
respectively, decision tree generation and pruning;
(e decision tree is a root node that is initially
generated and has undergone a gradual process
generation from top to bottom. (e process of data
segmentation and formation completes the structure
of the decision tree. Using algorithms in the decision
tree mining process, the decision tree can be tested
from the root node, and the decision result will
determine the next one until the last point. (e
pruning of decision tree is to prune the decision tree
and remove the redundant branches through testing,
so as to get the decision tree with the least expected
error rate.

(5) ID3 algorithm: (e currently most commonly used
decision tree mining algorithm is the ID3 algorithm.
(e basic idea of the method is recursive downward
search on the training sample set. It is a kind of
typical greedy algorithm. (e decision tree of every
node can test each attribute and the use of infor-
mation gain as the attribute selection criteria and
select the maximum attribute of information gain as
the node of decision tree. To build a decision tree, the
concept of information will be used in the algorithm
to complete. (1) Information entropy. Information
entropy is the expectation of all kinds of information,
which can measure the uncertainty of the whole
information element X. In the data set with X as the
sample, all possible signals in the signal source are
represented by the symbolic number N. Let the
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Figure 1: (e processing model of the decision tree mining algorithm.
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possible value be AI, and the probability when the
value is AI is P (AI). (e relationship between in-
formation entropy is obvious. (2) Conditional en-
tropy: it is the expected value of information entropy
under different conditions, where the signal source is
bj corresponding to Y, and the signal source is ai
corresponding to X, the probability of which is p (ai
Ibj). (3) Average information gain: in the process of
operation, the difference between two amounts of
information is generally expressed by information
gain. In the process of selecting classification attri-
butes, the larger information gain of gyroscope is
generally regarded as classification attributes.

(e decision diagram of ID3 algorithm is shown in
Figure 2.

3.2. Features and Stages of Decision Tree Mining Algorithm.
Decision trees are shaped like trees, so the characteristics
include the following: (1) a decision tree consists of a series
of nodes and branches. (2) Branches are formed between
nodes and subnodes. Nodes represent attributes considered
in the decision-making process, and different attribute
values form different branches. Based on the idea of CLS
algorithm and Quinlan’s ID3 algorithm, the improved de-
cision tree learning algorithm is as follows: (1) Generate an
empty decision tree and a training sample table. (2) If all
samples in the training sample set T belong to the same class,
node T is generated and the learning algorithm is termi-
nated. (3) According to the principle of maximum infor-
mation gain, first select the attribute with the largest
information gain from the training sample attributes, and
generate testability node, namely, root node 8. (4) If the
value of A is 1,:...,: m, then according to the different value of
A, T is divided intom subsets T1} T2}..., Tm. (5) For each TI,
turn to Step (2). (e specific process is shown in Figure 3:

To analyze students’ performance data, it is necessary to
integrate the data of students’ various basic subjects, relevant
professional courses, and participation in various school
activities and then show the comprehensive quality of
students. At the same time, for the students who are about to
graduate, all the results including the graduation design
results can be analyzed, so as to make more clear the in-
teraction between various disciplines, and teachers and
educational administrators can arrange courses more sci-
entifically in the future.

(1) Data collection stage: there are many students’ scores
in the educational administration system. (is stage
is to collect these scores and conduct a preliminary
analysis of the scores. In the process of collection, the
integrity of the students’ scores will be checked.
Secondly, the questionnaire survey can also be used
in the form of statistics of specific data, for the
comprehensive analysis of the data of students. In the
process of collection, the data can be relatively simple
statistical collation.

(2) Data preprocessing stage: among the data, there may
be some incomplete data and some data containing

noise, which have a great impact on the final data
analysis results. (e data can be used in project risk
assessment to analyze the feasibility of the project. In
the preprocessing of the data, there is a need to
eliminate the incomplete data and noise data, find
the defects in the data, and reasonably complete the
data to ensure the integrity and stability of the data.
In addition, for some special data, conversion is
needed to ensure the processing of data, improve the
efficiency of data mining, and reduce the time of data
processing.

(3) Data conversion: the decision tree mining algorithm
mainly carries out the calculation of discrete data,
and it is difficult to give full play to the superiority of
the decision tree mining algorithm when dealing
with continuous data such as students’ grades. (e
work of data transformation is to process continuous
data into discrete data. For example, students’ grades
are divided into grades: 85–100 is an A; a score of 84
to 70 is B; a score below 69 is CO.

(4) Data mining: in data mining, information entropy,
conditional entropy, and average gain information
can be used for mining according to the actual sit-
uation of the data. In actual work, the relevant
personnel can determine which method to use
according to the situation.

(5) Function of the achievement analysis system: (1)
management function of the system. (e manage-
ment module of the system needs to be able to record
the information of users. At the same time, in order
to avoid information leakage of students, the identity
of users must be verified before entering the system,
and the identity information that meets the re-
quirements of the system can enter the system;
otherwise, it is not allowed to enter. At the same
time, the identity of people logging into the system
will also be different, which requires the classification
of the permissions of different people. (2) Basic data
management function. (e main objective of basic
data management is to maintain the basic data used
by the system, such as teachers’ information, stu-
dents’ grades, course information, and relationship
between teaching and so on. (is function includes
modifying, adding, deleting and querying all kinds of
information. For example, for the teacher, you can
give the administrator’s authority; after the teacher
logs in, the system needs to give the relevant au-
thority. 3. Managing achievement data. (e man-
agement of score data includes querying score,
printing score, and modifying program. Students
should only have the right to query their scores, so
they can query their scores of each subject, while
teachers can manage their grades. 4. Performance
early-warning management. (is function mainly
realizes early warning of students' grades and en-
courages students to strengthen their learning of a
certain subject. In order to realize the function of
warning students, students’ performance data can be
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analyzed to determine whether students’ perfor-
mance has met the warning conditions. It also in-
cludes the setting of the warning object and the way
of alarm. (e early-warning operation management
sends early-warning information to the early-
warning object, and the early-warning level can be
divided according to the performance level, in-
cluding first-level early warning and second-level

early warning. (e achievement evaluation model is
shown in Figure 4.

4. Online Education Course Score Evaluation
Based on Decision Tree Mining Algorithm

4.1. Establishment of Online Education Course Achievement
Evaluation Model Based on Decision Tree Mining Algorithm.
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Figure 2: (e decision diagram of ID3 algorithm.
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(is paper takes the online learning status of financial
management in the first semester of the 2019–2020 academic
year of a university as the research object. (e classes
learning this course include Taxation Classes 1 and 2 and
Accounting Class 1, among which 168 students have valid
data sets. In this paper, the learning behavior data of stu-
dents is collected through the Superstar Learning link
learning platform. (e data set includes students’ basic
information, learning behavior characteristics, and academic
performance. In order to facilitate the subsequent perfor-
mance evaluation and analysis, the learning behavior data is
encoded. (e meanings and codes of students’ learning
behavior characteristics and achievements are shown in
Table 1.

Data preprocessing is related to the mining of the
adequacy of behavioral characteristics affecting perfor-
mance. Because the achievement is continuous attributes,
before data discretization, it is divided into four grade
intervals: A (good), B (good), C (in general), D (poor),
representing the score range for [85, 100], [75, 85), [60, 75),
[0, 60). Other learning behavior characteristics using en-
tropy are divided into less or more intervals, and the
calculation formulas are

J(E) � J e1, ..., en( 􏼁 � − 􏽘
n

m�1
Qm ∗ log2 Qm( 􏼁 +∯m,

F(I) � 􏽘
m

n�1

En

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

e
J e1n, ..., ein( 􏼁 +∯in,

J e1n, ..., ein( 􏼁 � 􏽘
m

n�1
Qmn e1n, ..., ein( 􏼁 + log2 Qmn( 􏼁.

(1)
Some kind of cross validation is also used in the experiment,

such as the cross of experimental data models to prove that the
decision model is fully available. (e Pearson correlation co-
efficient analysismethod is commonly used to analyze the linear
correlation degree of two variables.(is paper uses this analysis
method to analyze the correlation between learning behavior
characteristics and learning performance. In addition, this
article also uses relevant evaluation criteria: 0.00–0.30 means
not relevant, 0.30–0.50 is weakly relevant, 0.50–0.80 is mod-
erately relevant, and 0.80–1 is strongly relevant. (is paper
analyzes the correlation coefficient matrix of learning behavior
characteristics and performance and visualizes the results
through heat maps. (e results are shown in Table 2.
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Figure 4: (e achievement evaluation model.
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(e t-test method is also feasible in this paper. (e t-test
is divided into single-population test and double-population
test. Single-population test is to test whether the difference
between themean of a sample and a known populationmean
is significant. When the population distribution is normally
distributed, for example, the population standard deviation
is unknown and the sample size is less than 30, then the
deviation statistics between the sample mean and the
population mean show a T-distribution. Double-population
sample test includes independent sample t-test and paired
sample t-test. Independent sample t-test is used to test
whether the difference of population mean represented by
two independent samples is significant. Applicable condi-
tions: (1) both samples are from the normal population; (2)
the two samples are independent of each other; (3) the
samples satisfy homogeneity of variance (i.e., pass homo-
geneity test of variance). Homogeneity test of variance is a
method to check whether the population variance of dif-
ferent samples is the same in mathematical statistics. (e
basic principle is to make a certain assumption about the
characteristics of the population and then make inferences
about whether the assumption should be rejected or ac-
cepted through statistical reasoning of the sampling study.
Commonly used methods are Hartley test, Bartlett test, and
modified Bartlett test. (e learning behavior characteristic
justification is shown in Figure 5.

As can be seen from Figure 5 and Table 2, there is a
moderate correlation between the completion of the video
task points, the completion of the chapter test, the average
score of the chapter test, the completion rate of the
homework, the average score of the homework, and the

grade. Video viewing time, study visits, and course inter-
actions were weakly correlated with grades. (ere is no
correlation between academic completion rate and academic
achievement. (erefore, from the results of the correlation
coefficient analysis, it can be seen that the sign-in completion
rate is not considered in the construction of the subsequent
performance evaluation model. By comparing the above
calculation results, it can be seen that B1 has the highest
information gain rate. (erefore, select it as the root node.
(en, use the branch of the root node to calculate the in-
formation gain rate of the remaining features, and recur-
sively call the above calculation process to select the best
feature until the training set is empty.

4.2. Evaluation of Online Education Course Achievement
Evaluation Model Based on Decision Tree Mining Algorithm.
Model evaluation uses the test data set to test and evaluate
the performance evaluation model through the confusion
matrix, and evaluates the classification performance of the
performance evaluation model based on the accuracy,
precision, recall, and F1 value indexes of the model,
respectively.

In this paper, decision tree C4.5 algorithm is used to
evaluate students’ performance, and its evaluation accuracy
is about 88%. (e higher the recall rate and F value are, the
better the model performance is. It can be clearly seen from
Table 2 that the recall rate in each interval is greater than
85%, achieving the expected effect. (erefore, this paper
builds a performance evaluation model based on decision
tree C4.5 algorithm, as shown in Figure 6 in the form of a
tree.

Table 1: (e meanings and codes of students’ learning behavior characteristics and achievements.

Code Characteristic of learning behavior Meaning
SP1 Video task point completion Completing the number of videos to watch
SP2 Video viewing time Total time spent watching the video
HM1 Number of chapter quizzes completed Number of chapter tests completed
HM2 Job completion number (e number of assignments completed
HM3 Study visits Viewing the learning resources and courseware of the learning platform
CL1 Number of sign-in times (e number of times a student attends class on time
CL2 Quantity of course interaction Number of interactions between teachers and students
TS1 Section test average score (e average score for all section tests
TS2 Job average (e average grade for all assignments
TS3 (e final result Total score on the final exam

Table 2: Learning behavior characteristic correlation.

SP1 (%) SP2 (%) HM1 (%) HM2 (%) HM3 (%) CL1 (%) CL2 TS1 TS2 (%) TS3 (%)
SP1 100 45 70 60 45 45 50% 25% 45 80
SP2 45 100 25 35 35 30 40% 2% 20 35
HM1 70 25 100 70 65 55 30% 60% 50 70
HM2 60 35 70 100 55 55 30% 40% 45 80
HM3 45 35 65 55 100 75 55% 20% 70 60
CL1 45 30 55 55 75 100 45% 20% 55 50
CL2 50 40 30 30 55 45 100% -10% 40 40
TS1 25 2 60 40 20 20 -10% 100% 20 30
TS2 45 20 50 45 70 55 40% 20% 100 50
TS3 80 35 70 80 60 50 40% 30% 50 100

8 Complexity



www.manaraa.com

0 2 4 6 8 10 12 14 16 18

HP1

HP2

HM1

HM2

HM3

CL1

CL2

CL2CL1HM3HM2HM1HP2HP1

Breadth and depth of functionality

Strength of architecture

Ability to support

Ease of implementation

Overall strength of solution 

Low
High

Figure 5: (e learning behavior characteristic justification.

ABCD

AB

A

B

AB CD

AC

BD

ACD

AC

A

C

CD

D

BD

B

D

ABD

ABD

AB

AD

BD

A

B

BCD

BC

C

D

ABC

AB

B

BC

C

Figure 6: A performance evaluation model based on decision tree C4.5 algorithm.
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(e classification rules generated by the decision tree
model are the path from the root node of the decision tree to
each leaf node, and the classification rules are described in the
form of if-then, so as to extract the main factors affecting the
performance. According to Figure 6, the classification rule of
decision tree generation is as follows: If the number of video
task points completed is 2 “much,” the average score of chapter
test is 2 “A,” the number of chapter tests completed is 2
“much,” and the number of learning visits is 2 “much,” then the
score is 2 “C.” If the number of video task points completed is 2
“A,” the average score of chapter test is 2 “A,” the average score
of chapter test is 2 “A,” the average score of chapter test is 2 “A,”
the average score of video viewing time is 2 “A,” and the
average score of homework is 2 “C,” the formula is

F In( 􏼁 � 􏽘
m

n�1

En

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

e
J e1n, ..., ein( 􏼁 + Cim. (2)

According to the analysis of the model results, the video
task point completion quantity is the root node of the tree;
the chapter test completion number and the chapter test
average separation root node are the closest; and the video
viewing time, homework average score, and course inter-
action quantity are closer to the root node. (erefore, the
most significant impact on students’ performance is that of
the number of video task points completed, followed by the
number of chapter test completed and chapter test average
score, and the last is the amount of course interaction and
homework average score. Based on this, this paper suggests
the following in the actual online learning and teaching
process: (1) students should strengthen the self-study ability
and conscientiously complete the course video task. (2) In
addition to learning the knowledge points of each chapter by
heart, students should also pay attention to the examination
content of each chapter to test their mastery of each chapter’s
knowledge points. (3) Teachers should guide students to
actively participate in the interaction of course content and
questions, deepen students’ understanding of knowledge
points, and effectively intervene in students’ online learning.

4.3. Empirical Analysis. (e use case of this study is to use
the data of students’ final math scores in a certain university
as the mining object, and the data comes from the network.
(rough digging and analyzing, find out the main factors
that affect students’ achievement. In this paper, an improved
algorithm based on ID3 algorithm is used to build decision
tree. To establish the decision tree, the following attributes
should be considered: (1) the degree of interest of students in
math class; (2) learning attitude; (3) attendance; (4) com-
pleting homework independently.

After data processing, the training set of data score
information divides the test results into four categories:
specifically, A (excellent), B (good), C (pass), and D (fail).
Our output is A, B, C, D, 30 records in total. (ere are 17
records with A value, 9 records with a value of B, 2 records
with a value of C, and 2 records with a value of D.

(e following is to calculate the information gain:
“degree of interest in math class,” “learning attitude,” and

“class attendance” are taken as root nodes, respectively, to
calculate the information gain. Take the attribute “degree of
interest in math” as the root node. (ere are 17 records with
values of interest, including 14 A, 2 B, 1C, and 0 D values.
(ere are 11 records with average values, including 3 A’s,
7 B’s, 0 C’s, and 1 D.(ere are 2 records with the value of “no
interest,” including 1 D, 1C, 0 A, and 0 B values.

Calculate its corresponding entropy: Info(interest)�

0.83435; Info(common)� 1.24067; Info(uninterest)� 1. Simi-
larly, Gain(interest in mathematics)� 0.511972, Gain(learning
attitude)� 0.708688, Gain(class attendance)� 0.395689, and
Gain(independent completion of homework)� 0.774990 are
obtained for the corresponding information appreciation of the
above four attributes.(e difference between this result and the
nondecision tree mining algorithm is shown in Figure 7.

Finally, according to the principle of maximizing infor-
mation gain, “independently completed work” was selected as
the root node, and the samplewas divided into three parts.(en,
each subtree was calculated in a recursive way and pruned. (e
results of data analysis and comparison are shown in Figure 8.

In the confusion matrix, there is a large proportion of
negative cases “NO,” and a false negative case “YES” is
judged to be cancer-free “NO.”(e further calculation of the
sensitivity of the classifier is 90/300� 30.00%90/
300� 30.00%, and the special effect is 9650/9700� 98.56%. It
can be seen that the classifier is very sensitive, simple, and
effective.(e decision tree obtained from the research shows
that students who get an A (excellent) do a good job on their
own when completing their homework. Students who are
interested in mathematics tend to perform well in exams,
most of which get A (excellent) or B (good). In contrast,
students who performed poorly or were not interested in
mathematics also tended to perform poorly in exams. In
addition, the student’s learning attitude is also a factor that
cannot be ignored. (e impact of student attitudes on the
decision tree model is shown in Figure 9.
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Figure 7: (e difference between the decision result and the
nondecision tree mining algorithm.

10 Complexity



www.manaraa.com

5. Conclusion

(rough decision tree analysis method, we can analyze the
implicit relationship between different subjects and con-
struct decision analysis tree, so as to analyze students’

learning situation. Not only can we dig the implicit rela-
tionship between the buddies course, but we can also timely
prompt students in the current problems existing in learning
and improve the learning efficiency of students. In this
paper, the decision tree C4.5 algorithm is used to construct
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Figure 8: (e results of data analysis and comparison.
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the student achievement evaluation model for the research,
and the evaluation accuracy is about 88%, which has reached
the expected effect of the research. (e results of model
classification rules generated by the score evaluation model
based on decision tree C4.5 algorithm show that the learning
behavior characteristics such as video task point completion
amount, chapter test completion number, and chapter test
average score are the most critical characteristics in students’
online learning and have the greatest impact on students’
academic performance. (erefore, both students and
teachers should pay enough attention to the above key
learning behavior characteristics in order to achieve ideal
results in online learning or teaching. However, this paper
still needs to be further improved. Firstly, this paper is based
on the data generated by the teaching process of Superstar
Learning online learning platform. (e learning behavior
characteristics involved in the data need to be supplemented,
for example, the teacher’s class arrangement, the difficulty of
homework, and the teaching method of the course. Sec-
ondly, the obtained research results have not been applied to
the actual online learning and teaching process, and the
effect of the research results on the online learning and
teaching process is not known. In the following work, we will
continue to discuss the above deficiencies. On the one hand,
the online learning platform is constantly used to improve
the learning behavior data, so as to obtain more compre-
hensive key factors affecting students’ academic perfor-
mance, and make the research results more effective for
online learning or teaching. On the other hand, we will work
with students and course teachers to apply the research
results of this paper to practical teaching, so as to test the
effect of the research results on online learning and teaching
process.
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